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ECMWEF operational forecasting system

e High resolution forecast and analysis (HRES)

- ~16 km and 137 levels (T1279 L137) to 10 days at 00 and 12 UTC (BC runto T+90 at 06 and 18 UTC)
e Ensemble forecast (ENS)

- 51 members at ~32 km for Days 1-10 and ~64 km for Days 11-15 and 91 levels at 00 and 12 UTC

- With ocean coupling from initial time

- BCrun to T+144 at 06 and 18UTC

- Monday/Thursday 00 UTC extended to 46 days (Monthly Forecast) wlv
e Ocean waves “"’5":“"”
- WAM-HRES: ~28 km to 10 days at 00 and 12 UTC (coupled with HRES) , Earth System Model
- HRES-SAW: Stand Alone Wave model : at ~11 km to 10 days at 00 and 12 UTC

-  WAM-ENS: 51 members: at ~55 km to 15 days at 00 and 12 UTC (coupled with ENS)

e Seasonal forecast

v

- 51-members, ~80 km and 91 levels, once per month to 7 months ahead Forecasting Systems

Medium Range Monthly

- sub-set of 15 members is run for 13 months every quarter (30 years of hindcasts)

w
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Operational upgrades for 2016

e March 2016: implementation of IFS cycle 41r2

- Horizontal resolution upgrade for HRES, ENS and ocean waves
- Octahedral grid, for HRES, ENS and ENS Extended —— I
- HRES — ~9 km ."\ Coroact User Pages / Farecast User Hame ZEdt  ©Watch 2 Share e

Planned changes to the forecasting system

Created by Umberta Modigliani, last modified by David Richardson on Mar 26, 2015

=) Calendars

- ENS — ~18 km (Days 1-15)

i Onthese pages you can find infarmation about same of the changes we are planning to make to the forecasting system in the coming year. Please note
= How-To Articles

that these are subject to changes as we proceed with experimentation

L] [Pt GiEnts Farmal annauncements of the implementation schedules for new model cycles wil still be made by email, and relevant infarmation will be posted on
- E N S - Exte n d e d (D ays 1 6 —46) e ~3 6 kl I I ) Farecast evaluation dedicated pages on the ECMWF web site, where you can also find information about previous changes to the ECMWF farecasting system
= Terminology for IFS testing

« Horizontal resolution increase
# Boundary-Candition Programme ENS at 06 and 18 UTC

PAGE TREE
= Chart dashboard

- ENS Days 11-15 at same resolution as Days 1-10 . ...,

= Dealing with Enquiries - add "mofu” as a
) Like 6 people like this Mo labels #
= How-Ta Articles

> Severe Even

> Known IFS farecasting issues

- WAM-HRES — 0.125° Cearie |
- ENS-WAM Days 1-15 — 0.25° degrees

~ Horizantal resolution increase

Powsred by a free Atlassian Confluence Open Source Project License granted to ECMWF. Evaluat Conflusnce today
This

nstallation runs a Free Gliffy License - Evaluate the Gliffy Confluence Plu

> Forecast products - news and changes

0 Report abug - Atlassian News
= Copy of Chart dashboard

- New simulated satellite images N Vhtiassian

£+ Space toals ~

https://software.ecmwf.int/wiki/display/FCST/Planned+changes+to+the+forecasting+system
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Land-sea mask and orography
ENS Days 1-10: N320 (~32 km)

.....

_ .......... Hﬁ z
137 x 2,140,702 = 293,276,174

91 x 542,080 = 49,329,280 grid points
ENS Days 1-15:
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. . . o
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il

137 x 6,599,680 91 x 1,661,440 = 151,191,040 grid points
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ECMWF’'s HPCF

13 14 15 16 17 18 19 20 21 22 23 24

01

12 UTC delayed cut-off cycle
12 hour 4D-Var
12 hour First Guess

\) 00 UTC early delivery cycle

6 hour 4D-Var

10 day forecast
EPS

00 UTC dissemination [y

T1279 Day 1 ¢
T1279 Day 10 ¢
EPS Day 1 ¢
EPS Day 15 ¢

00 UTC delayed cut-off cycle m

12 hour 4D-Var

BCcycle 06 UTC [

6 hour 4D-Var _L
96 hour forecast

06 UTC dissemination -
T1279 Day 1 ¢
T1279 Day 3 ¢

12 hour First Guess

12 UTC early delivery cycle J

6 hour 4D-Var

10 day forecast
EPS

12 UTC dissemination —

T1279 Day 1 ¢
T1279 Day 10 ¢
EPS Day 1 ¢
EPS Day 15 ¢

BC cycle 18 UTC m

6 hour 4D-Var _L
96 hour forecast

18 UTC dissemination Ry
T1279 Day 1 ¢
T1279 Day 3 ¢

& ECMWF
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Linux cluster — ecgate

Web documentation: www.ecmwf.int/en/computing/our-facilities/ecqate
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ecgate — configuration

e 12 compute nodes each with

2 Intel Xeon processors (Sandy Bridge-EP): 16 core at 2.7 GHz

Hyper threading provides 32 virtual CPUs per node
128 GB memory
2 X 900 GB SAS HDD

e One (+one as backup) node used as a "login" node

e RedHat Enterprise Linux Server 6.4

e 6 1/O server nodes
- Provides ~275 TB raw disk space (~200 TB of usable space)
- All file systems are GPFS (General Parallel File Systems)

- File systems use RAID 5 for speed and resilience

e Available to ~3000 users at more than 350 institutions

—w‘“ ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016 10



ecgate — purpose

Time-critical
applications
 Option 1
« Option 2

Data transfer
« ftp /sftp
e ectrans

& ECMWF

Batch submission
« SLURM
e Ecaccess Tools

Program
development
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Visualisation
« Metview
« Magics

Access to archives
« MARS
« ECFS



ecgate — software environment
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HPCF

Web documentation: www.ecmwf.int/en/computing/our-facilities/supercomputer

<~ ECMWF

HIGH-PERFORMANCE COMPUTING FACILITY

Cray Sonexion Storage cluster Cray Sonexion Storage cluster

Cray XC-30 Cray XC-30
Ventus (ccb) Anemos (cca)

IBM pSeries and x86 Linux Virtual server
infrastructure (VSphere)
HIGH-
PERFORMANCE B
10/40 GIGABIT = SAPP
NETWORK N =
ember State Network
Server Attached
ECGATE
Storage
(IBM N6240)
GENERAL PURPOSE + HA
Firewall Firewall Firewall

PCs (LINUX / WINDOWS)

IBM pSeries IBM TS3500
and x86 Linux
DISASTER RECOVERY BUILDING MEMBER STATES and

CO-OPERATING STATES
DATA HANDLING OFFICES WIDE AREA NETWORK

COM INTRO: Introduction to computing resources © ECMWF 2016

13


http://www.ecmwf.int/en/computing/our-facilities/supercomputer

HPCF — Cray XC30

& ECMWF

Operational at ECMWEF since 19 September 2014
~3500 nodes / 84,000 compute cores per cluster

~3500 teraflops peak and ~200 teraflops sustained performance
Numbers 46 and 47 in the November 2015 Top 500 Supercomputers list

COM INTRO: Introduction to computing resources © ECMWF 2016
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Cray HPCF Phase 1 vs Phase 2 — a quick comparison

_

Sustained Performance (teraflops)

Peak performance (teraflops) 3,593 ~8,500

Processor technology Intel lvy Bridge Intel Broadwell
Parallel application nodes (per cluster) 3,400 3,513
Pre-/Post-processing nodes (per cluster) 104 104

Cores per node / CPUs per node 24 [ 48 36/72

Total compute cores (per cluster) 84,096 130,212

Memory per node (GiB) 64 (1866 MHz DDR?3) 128 (2400 MHz DDR4)
External login nodes 2 X lvy Bridge 2 X lvy Bridge, 1 x Haswell
Clock frequency (GHz) 2.7 2.1

Storage capacity (petabytes) 15 20

Floating Point Instruction set AVX AV X2

Default compiler Cray 8.2.7 Cray 8.4.x

& ECMWF

COM INTRO: Introduction to computing resources © ECMWF 2016

15



HPFC — purpose

Time-critical applications

« Option 1
Batch submission 8%:82 g Access to archives
- PBSpro s * MARS
« ECaccess Tools « ECFS

Running
meteorological
Data transfer models
« ftp / sftp « Member State
« ectrans models

- ECMWF’s IFS
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HPCF — software environment
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Data Handling System (DHS)

Web documentation: www.ecmwf.int/en/computing/our-facilities/data-handling-system
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DHS — configuration

e DHS Hardware
- Intel-based Linux servers
- Some IBM p575/p620 servers

- 4 Oracle SL8500 automated tape
libraries

e DHS Software
- Based on HPSS (High-Performance Storage System)

e Comprises two archives
- MARS - Meteorological archive

- ECFS - User archive

—w‘“ ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016
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DHS Services

e MARS — Meteorological Archive and Retrieval System
- Data is accessed via a meteorological meta-language interface
- Bulk of the data, few files (but holding billions of fields in total)

- Relies upon excellent tape drive performance when retrieving lots of small parcels of data from
tape

e ECFS — ECMWEF File System

- HSM-like (Hierarchical Storage Management) service for “ad-hoc” files that are not suitable for
storing in MARS

- Data is accessed via an rcp-like interface

- Millions of files, many very small

e HPSS

- Both MARS and ECFS rely on HPSS as the underlying data management system that is used to
store the data

- Users do not have direct access to HPSS, only via MARS and ECFS

—w‘“ ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016
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MARS archiving

Client

& ECMWF

MARS
Metadata

Large files

& N

WIARS

HPSS
API
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MARS retrieval

>
MARS
Metadata

[ARSEN -ty

Client | e > Multiple file parts

o\ P
1)V
A B
@ (one user reguest
may require access

to hundreds of tapes)
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ECFS — the user’s view

local

Clients using local ‘
commands e.g.
ecd, els, ecp

Users have a logical view of a few remote
virtual file systems, accessed through
rcp-like commands

0= ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016

ecC:/

ec: /X

A

remote

ec:xyz

xyz/dirl
/dirl/datadir

ec:jabc

c:/abc/dir2

23



The ECMWF Archive — statistics

e The DHS provides access to ~140 PB of primary data

e An additional ~28 PB of backup copies of part of the primary data are stored in the
DRS -

e |n a typical day the archive grows by ~160 TB

MARS

000000

e ~9,000 tape mounts on average per day

- On some days this can peak at around 15,000 W
e MARS data: "

- ~10% of the files
- ~75% of the data volume =0 ECFS
e ECFS data:
- ~90% of the files

- ~259% of the data volume

—w‘“ ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016 24



Networks

Web documentation: www.ecmwf.int/en/computing/our-facilities/networks

<~ ECMWF

www.ecmwf.int/en/computing/our-facilities/rmdcn
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Networks

e Internal (LAN)
- High Performance Network: 40 Gbps
- General Purpose Network: 10 Gbps

e External (WAN)
- Internet

= Dual 10 Gbps connection to SuperJANET, the UK Education and Research
Network

- RMDCN (Regional Meteorological Data Communications Network):
= Secured VPN provided through MPSL (Multi Protocol Label Switching)

—w‘“ ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016 26



RMDCN Connections

<~ ECMWF

L
RMDCN Global Coverage (September 2014)

e 53 sites currently connected (September 2014)

COM INTRO: Introduction to computing resources © ECMWF 2016
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Access to ECMWF resources

All interactive login access to ECMWF requires security token authentication

Interactive access via Internet link
ssh —X —| <UID> ecaccess.ecmwf.int

or with NX from NoMachine (the desktop Virtualization Company)

Through your Web browser at http://ecaccess.ecmwf.int/ (or local
gateway)

Or by installing nxclient on your local machine

The same token, or a password or a certificate can be used to access
the ECMWF website

—w‘“ ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016 28
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Web services — overview

e Five key service areas:

WWW ecCharts Data Software
Everyone Forecasters Web data users Everyone

—w"‘ ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016

EFAS
EFAS Partners
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Web services - www.ecmwf.int/en/forecasts/charts

Charts accessible depend
on the user

Users need to log in to
access charts that are not
accessible to the public

All users that register
from a NMS of a MS or
CS get access to the full
set of charts

& ECMWF

/ & Charts | ECMWF

€ ecmwf.int

Charts

Datasets

Quality of our forecasts

Software and tools

Documentation and support

Accessing forecasts

About

Charts

Charts | ECMWF - Maozilla Firefox

w

L

B~ Google

Forecasts Computing Research Learning

Select and view our charts-forecasts and associated verification

Our Integrated Forecasting System (IFS) provides forecasts for multiple time ranges.

We provide a range of forecast productsto address different user requirements. These

present key aspects of the forecast evolution and the associated uncertainty. Specific
products designed to highlight potential severe weather events include the Extremne Forecast
Index and tropical cyclone activity.

Click on the categorytitle or the associated thumbnail below to access all chartsfor

that category.

Medium range

Upto 10/15 days ahead

Extended range

Up to 30 days ahead.

Long range

Up to 13 months ahead

Overview (text)

Overview (text)

Overview (text)

ENS rmeteograms

Plurmes

MNino plurmes

EMNS meteograms for WM O
member states

Extrerme forecast index

Extra-tropical cyclonesmss

Tropical cyclones

COcean waves

Verification

Tropical cyclones

Tropical cyclones

Verification =

Verification

COM INTRO: Introduction to computing resources © ECMWF 2016

EUROSIP Multi-model
SySster =

E-

Help

Toview all chartsin a
category, simply dick on the
category title or associated
thumbnail.

Alternatively choose a link
below:

Mediurn range
Extended range

Long range
All charts

31
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Web services — ecCharts: http://eccharts.ecmwf.int/

@ (Sl iy

e Highly interactive (products created on-demand)

- Interactivity (zoom-pan)

- Layer customisation (e.g. thresholds)

- Charts with bespoke layers = PR

- Optional styles for layers

- Animation of charts
- HRES, ENS, WAM products
- Standard and bespoke ENSgrams

- Extreme Forecast Indices (EFI)

- Point probing to explore data
e Highly available and operationally supported (24x7)
e Use of agreed dissemination schedule

e OGC WMS standards for machine-to-machine access

e Access approved by Comp Reps

~ ‘"'l rv-nl ‘ sat02 |SunD3 |Mnnﬂ4‘ ruen5|w<ans‘mun7‘ Frios ‘SJIUB |Sun1ﬂ|u
=] T e L L T S R E R S A
s - Plot: 0.25)
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Web chart dashboard

e Documentation: https://software.ecmwf.int/wiki/display/FCST/Chart+dashboard

CECMWF

e Place to organise reqgularly I

accessed charts

2m temperature and 30m winds ENS meteog ams

0

i ,ﬁ
l mu““lk J&ulmﬁ

a» d W‘ i m M é

W
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Web Services — MARS http://apps.ecmwif.int/services/mars/catalogue/

e Web based interface e e e —

to MARS € P @ sppscmaint/mars cateloguel ¢ ][R sears wE 9+ AAdO® =

[8) Most Visited { | Getting Started |5/ Latest Headlines () EUROPEAN CENTRE F... ) WMO WebEx Enterpris...

e Available to registered | SECMWF fome o ottt o ESTE ] |t et s L
users only '

About Forecasts Computing Research  Learning

— MARS Catalogue

Job list

e Retrievals (GRIB and HARS ey e
NetCDF)

FAQ
Accessing forecasts
GRIB decoder

m

e Batch access with
WebAPI (Python)

Special datasets
» DEMETER

—w"‘ ECMWF COM INTRO: Introduction to computing resources © ECMWF 2016 34
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Data Server — http://apps.ecmwf.int/datasets/

e Public (non-commercial) distribution of data

- Self-registration

e Batch access
with WebAPI
(Python, Perl,
Java, Ruby)

e GRIB or
NetCDF

<~ ECMWF

File Edit View History Eookmark;'Ioo[svﬂe[p
@ Public Datasets E

€ | @ appsecmwhint/datasets/

c Q Search ﬁ B ¥ /i 4 O

|8 Most Visited || Getting Started [ Latest Headlines (J) EUROPEAN CENTRE F... ) WMO WebEx Enterpris...

CCECMWF

About Forecasts Computing

Navigation

Public Datasets

See also...

Access Public Datasets
General FAQ

WebAPI FAQ
Accessing forecasts
GRIB decoder

Home Chart dashboard Contact |Sesrch ECMWF Legin

Research Learning

Public Datasets
Access to these datasets is provided free of charge. Terms and conditions may apply, please check with each individual dataset.
Global Reanalyses
» ERA-20C (Jan 1900 - Dec 2010)
» ERA-Interim (Jan 1979 - present)
erim/LAND (Jan 1979 - Dec 2010)
» ERA-20CM (Jan 1900 - Dec 2010)
» Final
* Experimental
» ERA-40 (Sep 1957 - Aug 2002)
» ERA-15 (Jan 1979 - Dec 1993)

Observation Feedback

» ERA-20C (Jan 1900 - Dec 2010)
» ISPD V2.2
» ICOADS v2.5.1 with interpolated NOAA 20CR feedback

Multi-model
» 525 (NEW: Reforecasts added)

L
Atmospheric composition

» MACC Reanalysiz
» CAMS Near-realtime

m

COM INTRO: Introduction to computing resources © ECMWF 2016
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Web Services — http://ecaccess.ecmwf.int

e Interface to browsing, transfers, editing, submission of files to ECMWF

-* ECMWF ecaccess service > Files = EctransSpool - Mozilla
. FEile Edit ¥iew Go Bookmarks Tools Window Help

e Online help

o= ECMWEF ecaccess service > Files = EctransDetails - Mozilla go
- . FEile Edit Y¥iew Go Bookmarks Tools Window Help
. Secu r-Ity to ke n @0 Q @ Q |% hitps:fecaccess.ecmwlint’ecmwi’ecaccess/Files/EctransDetailsYcopyid=550022 7670 | [0; Search l do |
|
.| 4% Home FE3Bookmarks
neede 5
w‘. ECMWF ecaccess service > Files > EctransDetails
o Displays additional information concerning the transter with copyid F et o
5500227670, Ity
N Your transfer is copy
- Eggggtecgl.%fes ECtrans transfers summary S ety
Br e 2 can now either progress
ECfs files .Copy id : Sa00227670 remave this ertry [y
Remaote identifier : wusl_test : fram your spool [khanks to
Hosthame : ecaccess.ecmwlint directary, or restart hich
Access : ECaccess gateway it, going directly to er
- Browse gueues : L u i
- Browse basket Status : DOME the "WalT" step. By ;
- Zubmit new job TOR" or ||
DatesTime : Jun 13 10:33
Source : S106-0624_IMGJPG
TS Target: 106-0624_IMG.JPG This option let yau
- File transfers restart this transfer | =
- Erowse history If you wish to restart this transfer with the input file
already copied in
IECaccess gateway BB your ECtrans spoal e details
The access type : ECaccess gateway =] directory. nsfar,
- ECirans setup The target ECaccess gateway/Eccopy host:  |ecaccess.ec {ith your
= W The remote identifier :  Jusl_test@ec ﬁ":’f;cbky
- Log off us — F
The target name :  [106-0624_|k an.
AL — This will delete the
It the target file already exists : | overwite =] input files stored
[+ keep inthe sponl inside your
ECtrans spool
directory.
A < r has
Send mail to : Iusl@ecmwr.l i
[ onsuccess I error
[ onfailure pd. This
n be
ed or
Remove | Restart | you can
sue
g‘ T :
3
® ECMWF Disclaimer - 5]
m =) @F F] | Transferring data from ecaccess ecmwfint... [ E =
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NX — web access — http://ecaccess.ecmwf.int/

© You can open an interactive session on an ECMWF system, with support for GUI applications.

® YOu can access
NX through
ECMWF server:  ecgate

yO U r We b Or workstation :
browser MNetwork link speed : | ads| W

Initial application :  xterm b

Window option (NX3): | floating window

Virtual desktop resolution (NX3) . available area w

e You can select the: e —
- Host (ecgate / cca)
- Internet connection speed

Login requires a token
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Software Support — http://software.ecmwf.int/

Py o=

| B Metview - ECMWF Scftware Support | © Stephan Siemen's Room. <[+

e Support for external users =

+
N Creale [@Bug [@ Improvement Others
w Metview

K f . . | I Summary Summary o Administer Project [l Reports » 7 Filters ~
- I< I I I - .
e e traC O I SS u eS I n a Ce tra aCe p— Description Versions: Unreleased ®
P F
ioadiRea g URL hitp-/isoftware ecmwf int/wiki/display/METV @ 435 |
Agile Lead lain Russell
Key METV 440
Change Log @ 441
- Spread Kt |0WIedge th I'OUg| out the Centre .
Verslons [#® METV-161 Due Date: 34ul12 Activity Stream
Components Installation: add an option to build Metview without emeslib Do~
METV-31
Labsls Monthly means from GRIB files
Sandor Kertesz created METV-267 - Customis e praview plot
Dllkly B BTG s otarvoctor format In SCH data ecitor
G upport Geapoints polar vector format

Sandor Kertesz started progress on METV-268 - Add option to
SCM run for specifying cutputfie location

Issues: 30 Day Summary

@ 4nours age

e Based on Atlassian Suite
- JIRA (issues)

- Confluence (documentation wiki)

4hours ago

0800 METV-265 - Automalicaly determine
number of levels from SCM input for SCM run

T
dor K created METV-266 - Add aplion to SCM run for
spedfying output file location

X Home - Mebview - ECMWF Confluen... % | € Stephan Siemen's Room x|+
€ > @ @&

- CSECMWF Metview v Issues Wikl Releases Forums Source Builds
= B al I I OO B u I S Dashboard > Metview > Home

Google L B~

Jsoftware.ecrnwf int/wiki/display/METV/Home ¢

P w Home £ Edt 0 Share ok Add ~ £ Tools ~
Latestnews 3
Umberto Woaqiian on Sep 05, 2012 (uew change: L
Licence
Download
What is Metview ‘Quick links
Releases
Change History Metview is a meteorological workstation Releases
Atticles application designed to be a complete Metview at ECMWE
working environment for both the Documentation

Tuterials operational and research meteorologist.
lts capabilities include powerful data
Documentation

access, processing and visualisation
Support
It featuras a powerul icon-based user
interface for interactive work, and a
Interal scripting language for batch processing.
The two are linked through the ability to
automatically convert icons into their
equivalent script code

Mebiew at ECUWF

Internal ECMWF

Metview can take input data from a variety
of sources, including:

« GRIB files (editions 1 and 2)
o BUFR files

MARS (ECMWF's metsorological
archive)

« ODB (Obseration Database)

7] = 5 o Local databases

fiee Atlassian Confluence Open Source Project License granted to ECI
This Confluence installation runs a Free Gliffy License - Evaluate Glifiy for your Wikil
Powered by Atisssian Confluence 42.13, the Enterprise Wiki - Reporta bug - Atisssian News
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Web Documentation —
https://software.ecmwf.int/wiki/display/UDOC/User+Documentation

e v User Documentation - User Documentation - ECMWEF Canfluence Wiki - Mozilla Firefox & g (%)

.x User Documentation... &=

v &||Bv Google o HE A W N =

€ | @ hitps://software ecmwf intwikildisplay/UDOC/User+Documentation

) P Edit Watcl ~ Share
e || User Documentation ages # Edit @ Watch 2 Share

£ Tools v

User Documentation

(3 Pages Created by ¥avier Abellan Ecija, last modified on Feb 26, 2015
3 Blog

SPACE SHORTCUTS

Search

& Welcome!
This is the home page for the User Documentation space. Please use this knowledge base to addn

[*] Senvice status problems and search for best practices.

Browse by
content

Q, Search this documentation for ...

Browse by content Browse by topic Recently updated articles

Expand all Caollapse all Recent Cristian Simarro
> HPCF . ) ) .
Inclex guide, manual, job, batch, [2] Simple
> MARS ; = Confluence Wiki slurm, ecqgate, g++, gfortran time-critical
Li g_ grng jobs updated B rOW S e b
ECFS SRR gee, compiler aboL

+ Modules

File Transfer Popular our ago -

view change

Umberto
Modigliani

topic — recently
updated or

= Environment and shells
» Time Critical applications )
» File systems
: $home $scratch /var/tmp

MNew computing documentation + Comnpilers
» Internal User Documentation ~ ecgate archive backup compiler [2) Smartphone
» ecgate Slurm batch system confluence contacts content Specific l I l 0 St p O p u | ar
updated
« HFCF A
cray design desktop yesterday at
+ HPCF user filesystems 895 P -
+ Compiler smvironments document documentation view change
» Batch environment: PES ecgate faq gcc gfortran [-__5] Zimbra FAQ
+ XC30 documentation how-to hyperfink kb-how- updated
+ HPC accounting . . yesterday at
o MARS to-article kb-troubleshooting- B.;L:, P -
» view change

article latex linux livelink

https:_ﬂsoftwar.e.ecmwf.intfwikifdispla

<~ ECMWF

[21 sing 7imhra
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Web Services — documents and documentation

e Official documents (restricted access)
www.ecmwf.int/en/about/who-we-are/governance

e ECMWEF publications
www.ecmwf.int/en/research/publications

e Research at ECMWF
www.ecmwf.int/en/research

FCNWY Newalniter

e Computing Services
www.ecmwf.int/en/computing

e And much more ...
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Operational status

& ECMWF

http://www.ecmwf.int/en/service-status

Service status

e Email sent only if
user action is
EMAIL reCIUired

Service Status

sacees e For announcements
wes-services | .
of upcoming system
Notifications sessions see also
date range: last 24h  last7 days last30days all
/etc/motd on ecgate

TELEPHONY

User
- Notification Action
Date Created Service Type Title Required
Wed 07/]an/2015 14:37:27 UTC ECFS End System Sessicn <]
complete -

UPDATE: ECFS
HPS55 CORE server
process restart

Wed 07/]an/2015 14:36:20 UTC ECFS In Progress Clone of System /]
Session - UPDATE:
ECFS HP5S CORE
Server process

COM INTRO: Introduction to computing resources © ECMWF 2016
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ECMWEF Help & Support — who to contact?

Reason to contact Who Availability | How
Urgent Dissemination problems,
_ _ Call Desk 24h/7d _ .
issues with model output Email: calldesk@ecmwf.int
Generic fault reporting, general Tel: +44 118 9499 303
_ _ g o Call Desk 24h/7d
service queries etc.
. ) Email: advisory@ecmwif.int
Specific advice or user query User Support 8h/5d
Tel: +44 118 9499 000 (switchboard)
Char_lges in dissemination Dlss_er_nmatlon 8h/5d Email: diss admin@ecmwi.int
requirements administrators
Software
Requests for software 8h/5d Email: software.support@ecmwf.int
Support
Software
Software problems / bug reports 8h/5d Email: software.support@ecmwf.int
Support
» _ _ Development Email: metview@ecmwf.int
Specific graphics queries 8h/5d

Section

magics@ecmwf.int

& ECMWF
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